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ABSTRACT

This paper has prime focus on the query optimization problem in distributed database environment. Query Processing is the major concept involved in distributed system. Data that is dispersed geographically at different locations is too gathered at resulting user site. There are many different execution actions that lead to same query result but differ in the cost incurred in query processing. We have to consider the execution strategy that yields optimal result. Communication cost is the major cost incurred when we talk about query processing in distributed system. Symbiotic Organisms Search Algorithm (Meta-heuristic) has been applied for query optimization in distributed environment. Result obtained using this meta-heuristic approach is compared with several optimization approaches. Results reveal the better performance of the algorithm for solving the hard problem of query processing in distributed database environment.
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I. INTRODUCTION

Distributed database system has emerged to provide optimal solutions to the information processing problems related to the organisations that are dispersed geographically. A distributed database is a collection of several, logically interrelated databases disseminated over several sites. Query optimizer is considered to be the important portion of distributed system. It considers the user query and make search for entire execution approach for the requisite query and result in optimal cost plan. The main component of a Database System is the data and is defined in literature as the collection of facts about something. This ‘something’ may be the business data in case of a business corporation, strategic data in case of a military’s database and experimental data in a scientific experiment etc [1-20]. Data that constitutes the database
has to be correlated and stored on different sites of a computer network to be a part of distributed database. Distributed Database is a very complex and costly technology, so mostly employed by big businesses, or governmental organizations [21-23].
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**Fig 1.1 Distributed Database Systems**

Optimization problem become more complex with the increase in complexity of distributed queries. The various operations on the relations over various sites include the major operations like selection, projection and join. These operations are to be dealt strictly to have optimal results. For small problems that involve small queries many algorithms are available to provide solutions but the queries that involve multiple sites, for them optimization problem become challenging and the various currently available algorithms may not cope with complexity.

The query [24, 25] often considered to be a logical data is referenced by a relation in relational distributed database system. The processing of query involves allocation of various sub-query operations to multiple network sites and result is obtained by joining various relations over various network sites or servers in distributed database system. The query optimization is based on cost model that reveals the various cost incurred in processing and answering a query. Number of algorithms have been practically utilised to solve above mentioned query processing concept. In order to validate the research carried out by us we have compared SCS for [23] distributed queries against Genetic Approach [26] and Exhaustive algorithm. This algorithm has positive aspects over other metaheuristic techniques because it does not require specific algorithm parameters.

II. STRATUMS OF DISTRIBUTED QUERY HANDLING
The problem of distributed query processing has been labelled [27] in detail by decomposing it into various sub problems as shown below in the diagram.

Fig 2.1 Generic Stratum of Query Handling.

III. LITERATURE SURVEY

Distributed database systems design and query optimization has been a dynamic area of research for database community, due to the complex and NP-Hard nature of the general problem [27].

Apers et al. Described how Processing schedules are generated for distributed query
optimization. Virtual data sites are merged into actual network sites to find an optimal data allocation plan, by minimizing intermediate relation to relation transmission costs. Finally the query result is sent to originating site. The drawback of the approach was intractability in case of large size problems [28, 29].

Barker et al. Come up with an innovative idea of applying restricted growth to chromosome string. Group Oriented Restricted Growth String - GA to exclude redundant chromosomes from further GA process. They applied them for n-way partitioning of relations. They designed two new crossover operators and four new mutation operators. They further proved the effectiveness of using " Binary Merge Crossover Operator" and " Merge and Jump Mutation Operators" for large scale partitioning problems [30].

Carlo et al. has anticipated a technique for estimating the size of relational query outcomes. The method is constructed on the estimations of the attribute individual values. In particular, the proficiency of critical method to estimate selectivity factors of relational operations is considered. They also presented some experimental results on real databases which show the likely performance of analytic approach [31].

Chiu et al. Authors studied the use of semi-joins for chain queries for a distributed database query. A powerful and efficient dynamic programming algorithm was developed that translated a chain query into sequence of semi joins. It has a computing complexity of the order \(n^3\), where \(n\) is the number of relations referenced by the query. Finally they extend their work to optimize a larger class of queries called tree queries [32, 33].

Cosar et al. Proposed a new Genetic Algorithm for distributed database query optimization. They also investigated the effect of increasing number of nodes and relations on the performance of GA [34].

Cui et al. Gave a multi-objective genetic algorithm for distributed database management. They formulated a multi objective combinatorial optimization problem based on Dominance and Optimality. Multiple criteria are developed with a goal to provide trade-off optimal performances for web services [35].

Deshpande A et al. Studied the problem of query optimization in federated database
systems and highlighted the need of decoupling various aspects of query processing. They implemented it on "Cohera" federated database system and demonstrated superiority of 2PO algorithm in case of known physical design of database [36].

Douglas W et al. developed a methodology to assign relations and determine the joint sites simultaneously. It decomposes queries into relational algebra operations and then makes site assignments based on a linear integer programming technique to minimize the inter-system communication. It describes procedures for balancing resource utilization across systems. Further it uses a heuristic technique to minimize average response time [37].

Falza N et al. offered a statistical method for simulating method for calculating the cardinality of the resulting relation acquired by relational operator by using a sample based estimation that execute the query to be optimized on small sample of real database and then used the results to determine the cost. All the database states maintained in the system are initialized when database is loaded. Chen's formulation is used to obtain the tuples in intermediate relation [38].

Gavish et al. extended the work of Chu by proposing certain properties of a tree query to check the usefulness of a join sequence or a non optimality of one. Then they extend this work by imposing more restrictions on tree queries to convert them into star queries [39].

Ghaemi et al. in their paper on evolutionary query optimization for heterogeneous distributed database systems, discuss a multiagent based architecture and use of genetic algorithms. They demonstrate the superiority of the GA over Dynamic Programming methods in case of large scale problems [39].

Hevner et al. made the first successful attempt at using semi joins in a distributed query process. After performing the local processing part of simple queries, each relation contains one common joining attribute. Authors generalized the algorithm for equi-join queries. They introduced the concept of Selectivity for join operations, as number of domain values currently appearing in the joining columns divided by the total domain values. They assumed that selectivity of one joining domain does not affect selectivity of other joining domain. A heuristic algorithm with improved exhaustive search was proposed for general queries. This approach also suffered from scaling problems, in the way that if number of relation joins and number of
sites involved move into double digit figure, algorithm computing time increases to exponential growths and quickly goes intractable [39].

Huang et al. Proposed a simple and comprehensive model for Fragment Allocation in Distributed Database Design that reflects transaction behaviour [40].

Junn W et al. in their work represented the genetic approach based on appropriate data structure to reduce the cost for distributed query processing. Simulation was performed for the distributed database environment and the experiment result revealed that genetic showed up as better way in computation effort and quality of solution subjected against other various approaches [41].

Kossmann D et al. present architecture for distributed query processing and some techniques to reduce communication costs, to exploit intra query parallelism [41].

Li et al. Presented a tree based GA with new coding method of genetic parameters with tree structure based on position and value. Improved Crossover and Mutation operators are devised to claim improved stochastic coding rules of genetic algorithms [42].

Li et al. proposed a design of a distributed query optimization algorithm. It is based on multiruleation semi joins, processed at a buffer zone of distributed database, so as to reduce the communication time of intermediate results generated [43].

Lin Z et al. Proposed first a data allocation algorithm with respect to a simple strategy to process transactions, and then secondly gave a dynamic data allocation algorithm, guaranteeing to produce a locally optimal data allocation [44].

Martin L et al. demonstrate the cost effectiveness of four algorithms, Branch & Bound, Greedy, Local Search and Simulated Annealing for site selection during the optimization of compiled queries in a large replicated distributed database system. They conclude that enumerative algorithms are best suited for simple queries and recommend a local search algorithm for complex queries [45].

Pund et al. describe the basic concepts of query processing and query optimisation in the
relational database domain. Further they differentiate three different types of query processing algorithms via Deterministic, Genetic, and Randomized Algorithm [46].

Rahmani et al. proposed an innovative model by clustering sites based on the cost of communication between sites, to allocate data on nodes of a Distributed Database. Authors claim significant reduction in the data redundancy in fragment allocation and network traffic [47].

Sakti et al. presented a semi join reducer cover set based technique for optimizing join queries in distributed databases. The technique converts semi join programs into a partial order graph which allows concurrent processing of semi join programs [48].

Segev et al. proposed a mathematical model for a special set of queries and two ways join queries later implemented by Segev. They prove the problem to be NP Complete and propose a heuristic solution by partitioning data horizontally and no use of semi joins [49].

SOS algorithm has been implemented, validated and tested for number of unconstrained mathematical problems and engineering design problems. Hence we deployed this algorithm for distributed queries and it showed better results as compared to other optimizations approaches.

IV. SOS ALGORITHM

Symbiotic Organism Search is inspired by natural interaction plans of organisms that are incorporated by them for sustaining life in the ecosystem. It is a powerful meta-heuristic algorithm that can be easily applied to engineering problems. Though large number of optimization methods have been developed but still some fail to solve real world engineering problems [48, 49].

SOS illustrates the interactive behavior among various organisms. According to nature’s aspect and law it is hard to find the organisms living alone all way. They sustain in ecosystem while being dependent on each other for primary needs. This way of living and interaction among organisms is called symbiosis i.e. to live together. The relationships that are common among distinct species organisms are Mutualism, Commensalism and Parasislasm.

Like other nature inspired algorithms SOS simulates the relationship between paired organisms of distinct species for a search that results in fittest organism. In order to get
optimal Solution SOS has its inception with an initial population size as ecosystem. In the beginning phase organisms are generated randomly that represent their result to particular problem. Each organism has fitness value that reveals their chance to achieve desired goal. The new generation of organisms are obtained by initializing the biological interaction among organisms. The type of interaction among organism defines the main goal of each phase. Each organism interacts with other in all these phases.

SOS applies avaricious strategy at the end of each communicating phase to have finest organism in ecosystem. It considers two major Parameters.

* Population Size or Ecosystem Size.
* Maximum Generations or Iterations.

It provides solution to wide variety of problems and is more robust than other computing algorithms and it does not require parameter tuning, hence it avoids risk that may result in compromised performance.

The general outline of the algorithm is given below and the individual phase is explained later in the paper.

3.1. General Outline of Symbiotic Organisms Search Algorithm:

```
{ Initial population (Ecosystem);
  While (The termination criteria is not met)
    Mutualism Phase;
    Commensalism Phase;
  }
  Output the best Organism;
}
```

Fig.1 General Outline of SOS Algorithm

3.2. Detailed representation of Various Phases:

A) Ecosystem Initialization

B) Evaluate the Best Organism (Zbest)

C) Mutualism Phase

D) Commensalism Phase


\{
  Number of Organisms (\textit{eco\_size});
  Initial Ecosystem;
  Termination Criteria;
  \textit{Num\_iter}=0;
  Num\_fit\_eval=0;
  Max\_iter;
  Max\_fit\_eval;
\}

\{
  Select one organism arbitrarily, \( z_i \), where \( i \neq 2 \);
  Determine mutual relationship vector (\textit{M}) and benefit factor (\textit{B\_Fac});
  \textit{M}=(\textit{Z} + \textit{Z}_2)/2;
  \textit{B\_Fac1} = any arbitrary number 1 or 2;
  \textit{B\_Fac2} = any arbitrary number 1 or 2;
  Modify Organism 2, and 2, based upon there mutual relationship;
  \textit{Z} = random(0,1) * (\textit{Z}_2 - \textit{M} \times \textit{B\_Fac1});
  \textit{Z} = random(0,1) * (\textit{Z}_2 - \textit{M} \times \textit{B\_Fac2});
  Calculate fitness value of modified organisms.
  Num\_fit\_eval=Num\_fit\_eval+1;

  If amended organisms fitter than previous
  \{
    Accept the amended organisms;
  \}

  Else
  \{
    Reject the amended organisms and keep previous;
  \}
\}

\{
  Select one organism arbitrarily, \( z_i \), where \( i \neq 2 \);
  Modify Organism 2, with the help of \( z_i \);
  \textit{Z} = random(-1,1) * (\textit{Z}_2 - \textit{Z}_i);
  Calculate fitness value of reformed organism.
  If reformed organisms fitter than previous
  \{
    Accept the reformed organism (\textit{Z} \_reformed);
  \}

  Else
  \{
    Reject the reformed organism (\textit{Z} \_reformed) and keep previous
  \}
\}

\textit{E) Parasitism Phase}

\section*{IV. DATABASE DESIGN AND OBJECTIVE FORMULATION}

\subsection*{4.1. Database Design}
The Design of distributed database is simulated considering a set ‘S’ of network sites, a set ‘R’ of relations(Tables) stored at various sites and a Set ‘Q’ as set of transactions. A transaction query (q) for information retrieval, is broken into a set of sub queries on the ‘R’ set of relations [28, 41, 29].

4.2. Problem Definition

The above stated variables in database design formulate the problem in the following context. Input data file represents the data allocation matrix given by for base relation K stored at sites’. The objective [41, 29] function for the distributed database queries is given below. For the below objective function we have to find:

Given a set of Relations or fragments \( R = \{r_1, r_2, \ldots, r_n\} \)

A net of sites \( S = \{s_1, s_2, \ldots, s_m\} \)

A set of sub queries \( Q = \{q_1, q_2, \ldots, q_l\} \)

A) Input Variables

**DAVR** : Data Allocation Scheme that have matrix representation for I/O cost and communication cost.

**\( IF_{rK}^q \)** : Matrix that represent the intermediate fragments ‘r’ used by a sub query ‘K’ of main query ‘q’.

B) Output to be Generated

**\( SDD_q^k \)** : An Operation Allocation Scheme Matrix which optimizes objective function.

4.3 Cost Model Formulation:
A) Data Allocation Variables:
\[ DAV_s = 1 \quad (\text{If Relation is available over site } s). \]
\[ DAV_s = 0 \quad (\text{If Relation is not available}). \]

B) Variables for selecting the site where the sub-query allocation will take place.
\[ SDD^q_{K,i} = 1 \quad (\text{Represents the sequence of sub query execution that takes place at different sites}). \]
\[ SDD^q_{K,i} = 0 \quad (\text{If sub-query } K \text{ of main query } Q \text{ is executed at site } s). \]

C) Variables that are used for join operation
\[ SDD_{M,PEM} = 1 \quad (\text{for performing left previous operation of a Join}) \]
\[ SDD_{M,PEM} = 1 \quad (\text{for performing right previous operation of a Join}) \]
\[ SDD_{M,PEM} = 0 \quad (\text{Else}). \]

D) \( IF^q_{x,e} \): Tells whether the sub query \( K \) of query \( q \) make reference to intermediate relation or not.
\[ IF^q_{x,e} = 1 \quad (\text{If the intermediate fragment is used by sub query } K \text{ of the main query } q). \]
\[ IF^q_{x,e} = 0 \quad (\text{Else}). \]

E) Variables for the use of intermediate fragments for Join Operation
\[ IF^q_{R_0(M)} = -1 \quad (\text{For left previous operation of join where } [M] = 1 \text{ for query } K). \]
\[ IF^q_{R_0(M)} = 1 \quad (\text{For right previous operation of join where } [M] = 2 \text{ for query } K). \]
\[ IF^q_{R_0(M)} = 0 \quad (\text{Else}). \]

Distribution of relations to sites represented by cost function involving query processing cost and storage cost [25].

\[ \text{Total Cost} = \sum_{q \in Q} QP_i + \sum_{v \in S} \sum_{r \in R} ST_{ip} \]

Here \( QP_i \) is the cost for processing query \( q_i \) for any application and \( ST_{ip} \) is the cost for storing fragments \( R_i \) at site \( S_p \). The total cost for the query is sum of local processing cost and Transmission cost i.e. according to OZSU [29] model. Further we have modified it considering only the retrieval transaction according to our design. Query processing cost is given below.

\[ QP_{LP\_COST + COMM\_COST} \]
A) Processing Cost for Selection and Projection Operations

Here $\text{IO}$ represents the memory blocks of relation $r$ accessed by sub-query $K$ of main query $q$. $\text{IO}$ represents the Input Output Cost Coefficient of a particular site $s$ of $S$. $\text{CPUCOST}$ represents the CPU Cost coefficient of site $s$ i.e. is a subset of $S$.

4.3.1 Local Processing Cost for various Operations in Distributed Query Processing:

A) Processing Cost for Selection and Projection Operations

It involves the input/output cost from secondary memory to primary and CPU processing cost for performing selection and projection at particular site.

\[
\text{LP\_COST}_K^q = \sum_s \text{SDD}_K^q(\text{IO}, \sum_r \text{IF}_K^q \text{MB}_r^q + \text{CPUCOST}_s \sum_r \text{IF}_K^q \text{MB}_r^q)
\]

4.3(a)

Here $\text{MB}_r^q$ : Represents the memory blocks of relation $r$ accessed by sub-query $K$ of main query $q$.
$\text{IO}$ represents the Input Output Cost Coefficient of a particular site $s$ of $S$.
$\text{CPUCOST}$ : Represents the CPU Cost coefficient of site $s$ i.e. is a subset of $S$.

B) Processing Cost for Join Operation:

The general model of OZSU does not incorporate local processing cost for join operation but we have considered it in our design.

Local processing costs for a join may be given as

\[
\text{LP\_COST}_K^q = \sum_s \text{SDD}_K^q(\text{IO}, \sum_r \sum_{m_r} \text{IF}_K^q \text{MB}_r^q)
\]

4.3(b)

\[
+ \sum_s \text{SDD}_K^q(\text{IO} \prod_r \text{IF}_K^q \text{MB}_r^q + \text{CPUCOST}_s \prod_r \text{IF}_K^q \text{MB}_r^q)
\]

4.3(c)

Here $m_r$ is the selectivity factor and it is considered as the ratio of the different values of a field to the domain of that field (0 <= $m_r$ <= 1)

$\text{MB}_r^q$ : Represents the size of an intermediate relation.
$V_{m}$ represents the left and right join operation for $M=1$ and $M=2$ respectively.

Equation 4.3(b) represents the I/O costs in storing the intermediate results of previous operations to the site where current join operation is performed. Equation 4.3(c) represents the CPU & I/O costs for evaluating join operation at current site.

### 4.4 Communication Cost Involved in Distributed Query Processing

Communication costs are incorporated in case of join operations and final resultant operation only. Since the selections & projections of retrievals on relations are to be performed only at sites which hold a copy of those base relations, join can be performed at any of all possible sites. Communication Cost represented below:

$$COMM_{COST}^q_K = \sum_m \sum_s \sum_u SDD^q_{Kv[M]5} + SDD^q_{yu} COM_{su} \left( \sum_r 1F^q_{rKv[M]} MB^q_{rKv[M]} \right)$$

4.4(a)

$COM_{su}$ is considered as the communication cost coefficient between site $s$ and $u$ from the input data matrix.

$COM_{su} = 0$ (for $s = u$) this is the case in which the previous operation and current join operation is performed on same site.

If the final operation in query processing is not performed at the query originating or destination site then a Communication Cost variable is added separately for costs incorporated in sending the final query answer to the query originating/destination site.

### 4.5 Objective Formulation

The best way to calculate cost of a query execution plan is to minimize the 'Total Cost of Query', which is represented in terms of time units and refers to use of resources such as CPU Cycles, Disk I/O & Communication Channels by a candidate allocation plan. It can be represented by the sum of mathematical equations as formulated & illustrated above.

Thus our Objective Function is to: Minimize the sum $\{4.3(a) + 4.3(b) + 4.3(c) + 4.4(a)\}$
Step 1: Data Distribution Scheme along with fragmentation schemes is given as input to the SOS_DDQ.

Step 2: Ecosystem Initialization.

Step 3: Consider the best (organism) solution, $Z_{best}$.

Step 4: Mutualism Phase.

Step 5: Commensalism Phase.

Step 6: Parasitism Phase.

Step 7: Move to step 3 if the current $Z_i$ is not the last organism in pool of ecosystem, otherwise move to next step.

Step 8: Stop if the maximum number of generations is reached and print the optimal solution, else move to step 3 and repeat the whole process.

4.6. SOS for Implementing Distributed Database Queries

This section gives the various steps involved in implementing SOS for distributed queries [2].

Step 1: Data Distribution Scheme along with fragmentation schemes is given as input to the SOS_DDQ.

Step 2: Ecosystem Initialization.

Step 3: Consider the best (organism) solution, $Z_{best}$.

Step 4: Mutualism Phase.

Step 5: Commensalism Phase.

Step 6: Parasitism Phase.

Step 7: Move to step 3 if the current $Z_i$ is not the last organism in pool of ecosystem, otherwise move to next step.

Step 8: Stop if the maximum number of generations is reached and print the optimal solution, else move to step 3 and repeat the whole process.

V. EXPERIMENTAL SETUP AND DATABASE STATISTICS

A customized Simulator developed in MATLAB is considered to analyse the performance of different techniques in optimizing distributed queries in distributed environment. Simulator SOS_DDQ takes the required stat as input and produces the desired output. Various parameters (Input/output Cost, CPU cost, Communication Cost) of distributed query are considered for the analysis. The input to the simulator is fed in the form of text file. Intermediate Fragment Size and Block Size of a relation plays inevitable role in performing analyses of distributed queries.

Different benchmark queries are considered for analysis of the performance of SOS_DDQ, GA_SA and Exhaustive approach. The Experiments are performed on Intel(R) core(TM) 2 Duo T6600 @ 2.20 GHz Machine having 3 GB Random Access Memory.

5.1 DATABASE STATISTICS
Data Allocation

<table>
<thead>
<tr>
<th>Sites</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
<th>S10</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>R5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig 5.1 Data Allocation (DAVRs) over Several Sites

Cost Coefficients

<table>
<thead>
<tr>
<th>Sites</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
<th>S10</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT/OUTPUT</td>
<td>1</td>
<td>1.1</td>
<td>1.2</td>
<td>1</td>
<td>1.1</td>
<td>1</td>
<td>1.2</td>
<td>1</td>
<td>1.1</td>
<td>1</td>
</tr>
<tr>
<td>CPU COST</td>
<td>1.1</td>
<td>1</td>
<td>1</td>
<td>1.1</td>
<td>1</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
<td>1.2</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig 5.2 I/O and CPU Cost Coefficients

Communication Cost Matrix

<table>
<thead>
<tr>
<th>Sites</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
<th>S10</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>S2</td>
<td>10</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>S3</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>S4</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>S5</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>S6</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>S7</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>S8</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>S9</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>S10</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig 5.3 Communication Cost Matrix

5.2 INPUT DATA FILE REPRESENTATION

5.2.1 JOIN OPERATION FILE
Consider join operation file for query in Case 3 described later.

Line 1: 8 10 12 15 17 19 Represents the Left Previous Operations.
Line 2: 9 11 13 16 14 18 Represents the Right Previous Operations.
Line 3: 15 16 17 19 18 20 Represents the Join Operations.
Line 4: 15 17 19 22 24 25 Represents the Left Previous Fragments.
Line 5: 16 18 20 23 21 26 Represents the Right Previous Fragments.

5.2.2 FILE FOR COST PARAMETERS, DATA ALLOCATION AND INTERMEDIATE FRAGMENT SIZE

File for Case 3. (Example)

Line 1: 4 Represents the resultant site.
       26 Represents the Fragments.
       20 Represents the Operations.
       7 Represents the Base Relations.
       10 Represents the number of sites.
       6 Represents the number of joins.
       7,7 Represents the number of selections and projections respectively.

Line 2: 1 1.1 1.2 1 1.1 1 1.2 1 1.1 1 Represents I/O Cost.
Line 3: 1.1 1 1 1.1 1 1.2 1 1 1.2 1 Represents CPU Cost.
Line 4 – 13 Represents Communication Cost.
0 10 12 13 14 11 12 13 14 11
10 0 11 12 13 14 11 12 13 14
12 11 0 11 12 13 14 11 12 13
13 11 12 0 11 12 13 14 11 12
14 13 12 11 0 11 12 13 14 11
11 14 13 12 11 0 11 12 13 14
12 11 14 13 12 11 0 11 12 13
13 12 11 14 13 12 11 0 11 12
14 13 12 11 14 13 12 11 0 11
11 14 13 12 11 14 13 12 11 10

Line 14 – 20 Represents the Data Allocation over several sites.
1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 1 1
1 1 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0
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5.3 Experimental Queries

Case 1: In this case geographically dispersed environment is considered where five relations are distributed over 5 sites. The distributed query given below performs 5 selections, 5 projections and 4 join operations.

\[(\pi_{p1}(\sigma_{S1})R_1) \Join (\pi_{p2}(\sigma_{S2})R_2) \Join (\pi_{p3}(\sigma_{S3})R_3) \Join (\pi_{p4}(\sigma_{S4})R_4) \Join (\pi_{p5}(\sigma_{S5})R_5).\]
Case 2: In this case geographically dispersed environment is considered where six relations are distributed over 10 sites. The distributed query given below performs 6 selections, 6 projections and 5 join operations.

\[(\pi_{P1}(\sigma_{S1})R_1) : X : (\pi_{P2}(\sigma_{S2})R_2) : X : (\pi_{P3}(\sigma_{S3})R_3) : X : (\pi_{P4}(\sigma_{S4})R_4) : X : (\pi_{P5}(\sigma_{S5})R_5) : X : (\pi_{P6}(\sigma_{S6})R_6).\]

![Diagram of distributed query with six base relations](image-url)
Number of Intermediate Fragments: 22
Number of Operations: 17

Case 3: In this case geographically dispersed environment is considered where seven relations are distributed over 10 sites. The distributed query given below performs 7 selections, 7 projections and 6 join operations.

\[(\pi_{p_1}(\sigma_{S_1})R_1):X:\ (\pi_{p_2}(\sigma_{S_2})R_2):X:\ (\pi_{p_3}(\sigma_{S_3})R_3):X:\ (\pi_{p_4}(\sigma_{S_4})R_4):X:\ (\pi_{p_5}(\sigma_{S_5})R_5):X:\ (\pi_{p_6}(\sigma_{S_6})R_6):X:\ (\pi_{p_7}(\sigma_{S_7})R_7)\]

![Diagram showing distributed query tree with seven base relations](image)

Number of Intermediate Fragments: 26
Number of Operations: 20
5.4 GRAPHICAL RESULT REPRESENTATION

5.4.1 SOS_DDQ Analysis of Different Queries.

5.4.2 SOS_DDQ performance over different organisms and generations.

5.4.3 SOS_DDQ Time performance against other Optimization
5.4.4 SOS DDQ Communication Cost against other Optimization.

VI. CONCLUSION AND FUTURE SCOPE

This study and the work completed by us compared the symbiotic organism's algorithm (SOS) performance against genetic algorithm and exhaustive approach for distributed queries. Various parameters for distributed environment have been evaluated and it showed up the fine results of the above approach against other optimization techniques. SOS DDQ (Symbiotic Organism Search for Distributed Database Queries) simulation was performed in MATLAB.

Earlier SOS has been validated for many benchmark functions and engineering design mathematical problems. Hence we deployed it to distributed environment by incorporating its function in relevance to query optimization. The analysis of our study reveals the positive and negative aspects of different algorithms. SOS performed consistently better than other algorithms when compared over various parameters. The result conveys that Exhaustive approach provides fine and optimal results for adequate queries but it can't be applied to large distributed relations since it may take hours or many days to provide reasonable solution. Genetic approach provides results in reduced time but it may not always provide optimum query execution.

Symbiotic Search algorithm performance surpasses others in distributed optimization. Analysis was carried out over 100 generations (SOS DDQ) and ecosystem range from 10 to 600. Each organism has a fitness value associated which represents the total cost involved in distributed query answering. Communication cost is the major cost involved in distributed environment. Therefore we have plotted the communication cost against other approaches in results section. Results evaluated in our work (SOS DDQ) demonstrated that this algorithm was able to achieve better results with fewer evaluation functions than algorithms tested in previous
research. Concurrency control and Security concepts can be incorporated in future work. Some heuristic can be applied in interactive phases of algorithm to further optimize the complex update transactions.
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